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SIMULTANEOUS PREDICTION OF PRICE
MAGNITUDE AND DIRECTION

L.R. Cloman, J.E. Epperson, N.R. French and T.T. Fu*

Accurate price forecasts are an essential tool for agricultural
decisionmakers. In today's complex economic environment the quality of
forecasts becomes even more crucial to the survival of agricultural firms.
In this paper techniques are examined with respect to the potential for
improving forecasts relative to traditional economic forecasting methods.

In earlier research Menkhaus and Adams consider the problem faced by
feeder calf producers in whether to sell Spring calves in the Fall or to
hold the  animals until the following Spring. They emphasize that price
movements are composed of magnitude and direction components and argue that
price forecasts can be improved by considering both components. They
present a forecasting approach in which the direction of price movements are
first predicted using discriminant analysis and then these predictions are
incorporated into the prediction of price magnitude.

Tnis paper extends the idea of the potential importance of considering
both direction and magnitude in making accurate price forecasts. However,
rather than estimating direction and magnitude separately, a model is
presented which incorporates the simultaneous nature of changes in price
magnitude and direction.

The methodology for this paper follows that used by Menkhaus and Adams
and compares it to a simultaneous Probit-OLS process. The analysis is
presented as follows: Discriminant analysis is used to predict the
direction of movement between Fall feeder calf prices and Spring yearling
prices. The discriminant analysis approach is then compared to regression
analysis with respect to accuracy in predicting price direction. The
usefulness of incorporating the direction of price movement as a variable in
a model to predict price magnitude is examined. Finally, the discriminant
and regression analyses are compared with a two equation model that
simultaneously determines direction and magnitude of price movements. One
equation in the system forecasts price magnitude, the other determines price
direction. A two-stage Probit-OLS estimation method is employed.

Models

The following discriminant model was specified as in Menkhaus and Adams
work and predicts the direction of movement between Octobert feeder calf

prices and Marcht+] yearling prices in Septembert:

*Graduate research assistant, professor, graduate research assistant, and
post doctoral associate, respectively, Division of Agricultural Economics,
University of Georgia.
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(1) PREDIRy4+y = f(SEPTYLy, MSDIRy, SEPTSLy, SEPTCy, PERCENT)
where
PREDIRt4+] = discriminant score showing direction of price movement

(up or down) between October feeder calf prices in year t
and March yearling prices in year t+l; .

SEPTYLy = September yearling price (deflated) in year t (cwt.);
MSDIRy = direction of price movement between March yearling prices
and September yearling prices in year t where ]

designates upward price movements and 0 signals downward
price movements;
SEPTSLy = %eptember slaughter steer prices (deflated) in year t
cwt);
SEPTC; = September corn price (deflated) in year t (cents per bu. );
PERCENT; = percent of January 1 cattle and calf inventory

slaughtered in year t.

A regression model was then estimated using the same independent variables
as in the discriminant model:

(2) PDIFFy4 = f(SEPTYLy, MSDIRy, SEPTSLy, SEPTCy, PERCENT)

where PDIFF is the March yearling price in year t+] (deflated) minus the
October feeder calf price in year t (deflated). The other variables are as
previously defined.

Next we estimated regression models in which a variable indicating the
direction of price movement was included as an exogenous variable. The
model was first estimated using the actual directional movements (DIR), and
then re-estimated using the predicted directional movements (PREDIR)
obtained through discriminant analysis:

(3) PDIFFgs7 = f(SEPTYLy, MSDIRy, SEPTSLy, SEPTCt, PERCENTt, DIRg47)

it

(3a) PDIFF¢47 = f(SEPTYLy, MSDIRy, SEPTSLt, SEPTCt, PERCENTt, PREDIRt+))
where DIR is the actual direction of price movement between the March
yearling price in year t+1 (deflated) minus the October feeder calf price in
year t (deflated), such that 1 indicates up and 0 down, and PREDIR is the
discriminant predicted direction of price movement between Marchyg

yearling price and Octobery yearling price (1 indicates up and O down).

The remaining variables are as previously defined.

Finally, equations (4) and (5) were estimated simultaneously using a
two-stage Probit-OLS estimation procedure:

(4) PDIFFg4] = f(SEPTYLy, MSDIR¢, SEPTSLt, PERCENT, DIR¢+1)

f(SEPTYLy, MSDIRt, SEPTSLt, SEPTCi, PERCENT)

where DIR in equation (5) is a dichotomous variable repre§enting the
difference in the Marchy4) yearling price and Octobery price (1
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indicates a price rise between Octobery and Marchysy and 0 signals a
price decrease), DIR in equation (4) is an index to be defined later
(Maddala, p. 245), and the remaining variables are as previously specified.

Identification of the two-equation system required that equation (4)
have one less exogenous variable than equation (5) (lMaddala). Therefore,
based on the predictive power of the model SEPTC was omitted from equation

(4).

The methodology for estimating equations (4) and (5) follows Heckman's
two-stage simultaneous estimation procedure (Maddala, p. 244) and can best
be described using:

(6) Y] =Y Yz* + 81' X] + U
(7) Yo* = Bo' Xp + up
where
Yy = difference in Marchg+] and Octobery yearling prices;

Yo* = a variable observed only as a dichotomous variable such that if
Y, > 0, then Yp* =1, otherwise Yp* = 0 (i.e. 1 indicates
prices rose between Octobery and Marchi+] and 0 signals a price
decline);

X7 = vector of explanatory variables for Yy;
Xo = vector of explanatory variables for Yo*;
vy = scalar coefficient;
B1,Bp = vectors of coefficients;
uj,up = random error terms with bivariate normal distribution.

The reduced form equations for this system are:
(8)
(9)

t

Y1 I X + V)

Yox

i

g X + v

where

X
H],Hz
Vi,Vv2

combined exogenous variables in Xy and Xp;
vectors of reduced form coefficients;
random error terms with bivariate normal distribution.

oo

Equation (7) forecasts the direction of price movement. This predicted
directional variable is endogenous to the price magnitude equation (6).

Heckman's two-stage estimation process provides consistent estimates for
equations (6) and (7). It should be noted that in this particular model the
reduced form equation (9) and the structural form equation (7) are the same,
thus Bp = Hz.l

The estimation process begins by obtaining an estimate of 82.
However, since Yp* is observed only as a dichotomous variable, we can only
estimate go/op, where o3 = var(vp). Hence, equation (7) is estimated

by probit Maximum Likelihood (ML) in the form
Y® B u

(10) y*x=_2-2y% +_2
2 % ¢ %
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Equation (6) is now written as

(11) Yy =7 09 Yp** + By’ Xy + uj.

In the second step of the estimation process, equation (11) is estimated by
OLS after the predicted index value of Yp**, Bo/op Xp, is substituted

into the equation (Maddala, p. 245). Therefore, the estimable parameters in
this model are yy op, 81, 8p/0p, a1, and o12/0p.

The asymptotic covariance matrix for equation (10) is that provided by
probit ML estimation of the equation. However, the asymptotic covariance
matrix for equation (11) must be derived using a procedure similar to the
one used by Amemiya for a simultaneous tobit model.

The covariance matrix of the two-stage estimates of equation (11) can be
estimated by

(12) Var(oq) = c(H'X'XH)=1 + (v 9202 (H'X'XH)™T H'X'XVoX'XH(H'X'XH)-!

where 8
Oyt = (Y, O© by,
10 = (M %2, BT )s
H = (829 J't);
J1 = matrix consisting of 1's and 0's so that XJd7 = Xy
¢ =% -27 Ng;
Vo = covariance matrix of the probit ML estimate of gp and
2
Covivy, v2) ={% 92
2‘
%12 %2 ]
Data

The models were estimated over the period 1926 to 1970. The years 1971
through 1981 were reserved for post sample prediction testing. Cattle
statistics were obtained from selected issues of the U.S.D.A. publications
Livestock and Meat Statistics and Livestock and Meat Situation. Corn prices
were obtained from the Commodity Year Book. Consumer price index data are
from the Department of Commerce Survey of Current Business.

To calculate the values of the variables (PDIFF) and (DIR) the weighted
average of all weights and grades of March feeder calf prices at Kansas City
in year t+1 and the October price of good and choice feeder steer calves at
Kansas City in year t were compared. September yearling prices per cwt,
(deflated), SEPTYL, are the weighted average of all weights and grades of
September feeder steers at Kansas City. The movement in yearling prices
(MSDIR) were calculated using March and September yearling steer prices at
Kansas City in year t. The variable (SEPTC) is the September 15 average
price (deflated) of corn in cents per bu. received by U.S. farmers. The
deflated September slaughter price (SEPTSL) represents the average cost per
100 1bs. of sales out of first hands for choice slaughter steers at Chicago
for 1926 through 1949. Over the period 1950 to 1981 this price represents
the price of choice slaughter steers at Omaha, 900-1100 1bs. The inventory
used to calculate PERCENT is the January 1 cattle and calf inventory.
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Slaughter used in calculation of PERCENT represents the sum of cattle and
calf commercial slaughter.

Results

Estimation results of the discriminant, regression, and simultaneous
Probit-0OLS models are delineated in Table 1. The primary test, however, of
any forecasting model is its predictive power. The forecasting ability of
these models are evaluated according to how well price magnitude and
direction were predicted for the in-sample period of 1926 to 1970 and for
the post sample period of 1971 to 1981,

For the in-sample period the discriminant function, equation (1),
correctly classified 22 of the 25 downward price movements and 13 of the 20
upward price movements for an overall 78 percent correct classification.
This compares to an 80 percent correct classification obtained by Menkhaus
and Adams. 2

Because the dependent variable of the regression equation (2) was
specified as a difference, it too can indicate price direction in sign.
Both studies found that the regression model correctly indicated 73 percent
of the price movements. Price magnitude was evaluated using Theil's Up
coefficient. For the in-sample period 1926 to 1970, the regression equation
(2) without a turning point variable yielded a Up of 0.59 (Menkhaus and
Adams' Uy was 0.51) which indicated that the model was better than a naive
no-change model in predicting price magnitude. A value of 1 for the U;
represents equivalency with a naive no-change extrapolation model.

The potential usefulness of incorporating the direction of price
movement as a variable in a prediction model was evaluated using equation
(3). In this case, the actual directional movements were included
exogenously as a dummy variable. As expected, the accuracy of directional
indications provided by the regression (3) improved to 87 percent (Menkhaus
and Adams, 96 percent). The addition of the exogenous binary directional
variable reduced Theil's U to 0.41 (Menkhaus and Adams' Uy was 0.36).

As noted above, the discriminant function correctly classified 78
percent of the directional movements. When these predicted price direction
movements are used as an exogenous variable in the regression model (3a),
the predicted price difference indicates price direction correctly 76
percent of the time. This compares to 73 percent in the regression model
(2) without an exogenous directional variable. Theil's Uz for this
regression (3a) was 0.58 compared to a 0.59 for regression model (2).

OQur alternative two-equation simultaneous system produced the following
results. The Probit equation (5) correctly identified 78 percent of the
price movements, the regression equation (4) correctly identified 73 percent
of the directional movements in price, and the Up statistic was 0.59.

The most crucial test of these models, however, is how well they predict
in the post sample period from 1971 to 1981. These validation results are
presented in Table 2 and with the exception of slight differences in the
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Up statistics are the same as those of Menkhaus and Adams. The
discriminant function (1) properly classified 10 out of the 11 cases. The
regression (2) without a directional variable correctly indicated 9 of 11
directional moves in price and yielded a Up of 0.46. When the actual
direction movements were included in the regression equation (3) via a
binary variable, price direction was correctly indicated in 10 of 11 cases
and the Up improved to 0.45. However, when the predicted discriminant
directional movements were included exogenously in the model (3a), price
direction was correctly identified in only 8 of the cases and the Up
increased to 0.49. The probit equation (5) of the simultaneous system
yielded correct directional indications in 10 of 11 cases. The price
magnitude difference equation (4) also correctly identified 9 of the 11
directionals. The Up statistic for this equation was 0.46. An
interesting result was the fact that the simultaneous system price magnitude
difference forecasts were essentially identical to the forecasts of the
regression equation (2) without a directional variable.

Conclusions

The purpose of this paper was to demonstrate a two-stage Probit-OLS
method which may be useful in improving forecasting results. This method
was compared with the methodology and estimation results developed by
Menkhaus and Adams.

Tomek and Robinson have pointed out that price has two dimensions, the
first is magnitude and the second is direction. It follows that the ability
to forecast accurately hinges largely on an ability to reflect both
dimensions of price in a forecasting approach.

Menkhaus and Adams used discriminant analysis to predict directional
movements and included these predictions in a price forecasting equation in
an effort to enhance the accuracy of the price forecast. The two-stage
simultaneous method developed in this paper was used to capture the
simultaneous nature of changes in price magnitude and direction.

The idea of forecasting price direction and incorporating it into a
price magnitude forecast is both theoretically and intuitively appealing.
When the actual direction of movement in price was used as a binary variable
in the regression model, the price magnitude difference forecast was
jmproved which supports the idea that both components of price must be
considered. However, in the in-sample period when the predicted
discriminant directionals were used in the regression equation, the Up
statistic was 0.58 which was slightly better than the Up of 0.59 obtained
from the regression equation without a turning point variabie but worse than
the Uz of 0.41 obtained from the regression with the actual directional
variable.

In comparison, the two-stage Probit-0LS procedure yielded a U2 of 0.59
during the in-sample period which was the same for the regression without a
turning point variable but was slightly worse than for the regression with
predicted discriminant directionals, and worse than the regression with the
actual directional variable.
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In the post sample period the regression with actual turning points
included as a variable, again performed the best with a U, of 0.45. The
regression equation without a directional variable was siightly worse with a
U, of 0.46 which again was identical to the Probit-OLS procedure result.

The equation with the discriminant predicted directional variable performed
~ the worst during the 1971-1981 period.

These results from the different models suggest that refinement of the
directional equations may improve the forecasting results. In this
particular application the Probit-OLS estimation procedure did not improve
forecasts. However, these results would not likely hold for all economic
applications and consequently the two-stage Probit-0LS method warrants
consideration as a potentially useful forecasting method.

FOOTNOTES

IThis is because Yy does not appear in equation (7).

2The difference in results between the two studies may be due to a slight
difference in calculation of the PERCENT variable. Menkhaus and Adams used
an average of cattle and calf slaughter for the first nine months of each

“ year and multiplied this average by twelve whereas this study used the
actual cattle and calf slaughter for each year.
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