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THE IMPACT OF LAG DETERMINATION ON PRICE RELATIONSHIPS
IN THE U.S. BROILER INDUSTRY

John C. Bernard and Lois Schertz Willett"

"The movement of retail price is presumably a little later than that of

wholesale."
-A.L. Bowley (1913)

In determining the relationships among prices at the farm, wholesale and retail market
levels, it is necessary to determine the lengths of time between influences and adjustments.
For instance, it is commonly assumed, as Bowley pointed out many years ago, that changes in
wholesale price will lead to changes in retail price at some point in the future. Within this
time period, more than one change in a particular price may have affected the price at another
level. The number of past observations of one price variable that describe another-is called
the lag length. Lag lengths may be determined based on theory, previous studies, biological
restrictions or model selection tests.

In this study of the broiler industry, two classes of model selection tests were used to
determine optimal lag lengths between price responses on the farm, wholesale and retail
market levels. Comparison of results from the different testing methods was than conducted.
Accurate determination of lag lengths is required before specification of models suitable for
causality, asymmetry, or other statistical testing can be completed. For instance, causality
tests are extremely sensitive to the lag length selected (Saunders; Thorton and Batten).
Correct lag lengths are also crucial in asymmetry testing, as specification bias from an
incorrect model can cause parameters to vary significantly from their true values.

THE DATA

A monthly and a weekly data set, each covering January 1983 to December 1992,
were assembled for this study. The weekly data set consisted of five price variables. The
first was the Arkansas farm price for whole birds, collected by the Arkansas Livestock and
Poultry Commission in their weekly survey of the state’s major integrators. Prices were
reported either as a range, with a "mostly’ price listed or as a single price. If a range was
given, only the 'mostly’ price was entered into the data set.

The next three variables were composite wholesale prices for whole broilers in New
York, Chicago and San Francisco. These prices were weighted averages of trucklot sales to
“first receivers’ in the markets, reported annually in the USDA’s Agricultural Marketing
Service’s Poultry Market Statistics. The last weekly variable was the New York City retail

“John C. Bernard and Lois Schertz Willett are a graduate student and an assistant professor,
respectively, Department of Agricultural, Resource, and Managerial Economics, Cornell
University.




21

- The monthly wholesale price was a twelve city weighted average of the same
mposite prices as the weekly wholesale series,! Retail prices for whole, fresh chickens
ere collected by the Bureau of Labor Statistics using four sampling regions: West, South,
rth Central and Northeast. Additionally, a national price was calculated as a population

- For transportation costs, a national, retail price of gasoline was collected from National

um News. This price was an average of all types of gasoline available and includes
taxes and variations due to types of service.

- No transformations or prefiltering were conducted on either data set. Tests on the data

sets rejected the hypothesis of unit roots, and thus levels were examined rather than first
ifferences.

| REASONS FOR LAGS

- of lags. The first of these was that time and alterations in form are required in getting
. product from farm to supermarket shelves.

3 A second rationale suggested by HTRK was the cost involved in price changes.

- Shonkwiler and Taylor, in examining why firms may hesitate to change prices, listed two

. major costs. The first are administrative cost, consisting of the expense required in physically
. relabeling product and informing customers of these new prices, as through advertising, The

‘ change. Both types of costs pertain predominately to the retail market leve] where Heien
| Suggested managers use "smoothed" prices to avoid the expense and possible loss of good-will
of customers owing to frequent price changes.>

——

'The twelve cities were Boston, Chicago, Cincinnati, Denver, Detroit, Los Angeles, New
. York, Philadelphia, Pittsburgh, St. Louis and San Francisco.

’Evidence that retailers attempt to keep price changes small in magnitude could be seen in

the monthly data, where the percentage change in wholesale price was greater than that of the
' retail price in 89 of the 118 observations.
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Next, HTRK mentioned that lag length could simply be a product of the frequency
with which data are collected or reported. Length of time between data observations can
affect the conclusions reached in any empirical analysis. Data collected infrequently may
incorrectly suggest lags that are not part of the price transmission process. In contrast, data
collected over a short time interval may occur too frequently and not recognize distant lag
effects.

Data considerations can also affect lag interpretations. A concern is accounting for
when, during a time period, data were actually measured. For instance, a monthly series may
be based on an early, mid or late month calculation, or an average of daily or weekly
readings. Comparing an early week observation with a late week observation can lead to
mistaken inferences about the true lag.

HTRK’s last assertion was that market imperfections, such as noncompetitive firms or
poor transmission of information, can cause lags. Theories on the adjustment time in the
pricing behavior of noncompetitive firms abound and can be divided into two schools of
thought. The first, Mean’s administered price theory, holds that prices are adjusted less
frequently in concentrated markets. The reverse, known as the price leadership model,
suggests concentration leads to more rapid price adjustments. Empirical studies have been
unable to prove or disprove either possibility. Ginsburgh and Michel have concluded that
"under reasonable assumptions” either type of behavior can be found by empirical methods.
As for other noncompetitive elements of structure, Kardasz and Stollery presented evidence
that increased product differentiation, by making comparisons more difficult, slows price
adjustments.

Better understood is the importance of information and a market level’s ability to act
upon it. Ward contended that structural differences among market levels in an industry will
determine their abilities to assimilate information, and thus the speed of price adjustment.
Informational advantages could allow for faster transmissions than other market levels,
yielding at least temporarily higher margins and profits.

Taken together, the above make it clear lags are an important part of price
transmission processes. Models constructed with single period observations would be
insufficient to account for the dynamics of a typical market.

HYPOTHESIZED LAGS

Hypothesized lag lengths between market prices in the broiler industry were generated
prior to empirical testing. Lags were hypothesized following the assumed direction of price
transmission: from farm to wholesale to retail. In generating these lags, graphical methods
and biological factors proved especially useful. In the monthly data set, for the farm to
wholesale price link, graphical investigation revealed that the wholesale price moved in the
same direction as the farm price had the previous month in all but 9 of the 118 months in the 3
sample (Figure 1). The Figure also had a slight suggestion of a two to four month adjustment
lag between wholesale and retail, and the hypothesized lag was set at three months based on .
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led with the life cycle of a broiler flock. A new flock takes eight to twelve weeks to
and any necessary adjustments can be made within that time,

Weekly lag lengths were investigated in a similar fashion. Unfortunately,

graphical
(see Figure 2) did not prove as useful as with the monthly data. In the end, the lags
lected based on the monthly r

esults in conjunction with a best guess at a graphical
n. No distinction was made between the various wholesale locations,

LENGTH DETERMINATION TESTS

A number of criteria useful for lag length

determination have been introduced over the
5 years. Geweke and Meese divided existi

g criteria into two classes by recognizing
different goals in mind. One goal is to

The variance of the maximum likelihood estimator (MLE) is the core of existing
ria, where each also includes a ‘penalty term’ that increases as more independent

s are added to the model. The penalty term chooses a balance between the bias if too
W variables were included, and the higher variance of the MLE resulting from the inclusion

funnecessary variables. The rate of growth of the penalty determines the chances the
eria have of under or overestimating the true lag length.

Two commonly used lag determination tests are the
ke (1969,1974): the final

The formulas for the criteria used are:’

FPE(N,T) = SSE/T * ((T+N+1)/(T-N-1)) ,

1)
AIC(N,T) = In(SSE/T) + (2N)/T )
GCV(NT) = SSET * (1-(N/T))? 3)

*Formulas for AIC and SC are from Judge, et al, FPE from Darrat and the remainder from
anathan.




24

SHB(N,T) = SSE/T * ((T+2K)/T)
SC(N,T) = LN(SSE/T) + (NIn(T)/T)

“@
®)

where N is the number of lags, T is the number of observations, K is the number of
coefficients, SSE, is the sum of squared errors, and SSE,/T is the variance of the MLE.

The existence of these two classes of criteria creates a difficulty in market price
analysis, since the goals may conflict. For example, causality testing can be linked closely to
the goal of accurate predictions while asymmetry testing depends on accurate coefficients.
Recent research has been conducted by examining multiple criteria. Bessler and Babula used
the FPE, SC and an unrestricted vector autoregression while Holmes and Hutton, noting
"...different criteria may select different ’optimal’ models..." (p. 486) used AIC, SC and two
other criteria. In light of this, lag length determination testing was conducted using all the
criteria described above.

METHODOLOGY

Testing was done in two stages, following Hsiao’s (1979) testing methodology for a
bivariate autoregressive model.* The first stage involves discovery of the lag length of a
univariate function, while the second stage considers the bivariate case. For a variable, Y,
thought to be explainable by itself and another variable, X, the bivariate autoregressive model
can be expressed:

m n

¢ Z BiY.;+ j§opj+m+lxt-j + Ve

(6)

where m and n are to be estimated.

In both stages, lags were added sequentially. No lag lengths were bypassed or tested
for removal once the lag length increased. The first stage of the analysis consisted of
univariate testing of each Y. The goal was to determine the order of each of the variables
lagged on itself.

In the second stage, each of the variables was in turn lagged on all the other variables
with which it had a theoretical relationship. The dependent variable in each case was lagged
to the extent discovered in stage one in each regression.

RESULTS

An interesting curiosity in using the criteria was an occasional tendency to reach
minimums, rise, then abruptly decline to a new minimum. Due to this potential, hypothesized

*The methodology used in this study varied from Hsiao

performed on the data and he included only the FPE criteria.

diagnostic checks were not conducted.

(1979) in that no prefiltering was
Additionally, post-analysis
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es, and common sense, were used to judge the maximum number of periods necessary
e lags. No tests were conducted with lag lengths over ten for the monthly .data set or
nty with the weekly data set. Unless the local minimum had strong theoretical
absolute minimums were used in model construction.

ables 1 and 2 summarize the test results from three of the criteria and from the
odel selection criteria of maximizing the adjusted R squared (R2C). The results
ting using SHB and AIC were not included because they were identical to those of
criteria. The GCV, while included in the tables, differed from FPE in a single case
pged on gas, monthly), and then only by not having a localized minimum at two lags;
all minimum was identical. While some computer simulations have shown FPE to
perior small-sample properties over AIC (Shibata), the sample sizes of 120 and 522
#apparently large enough to equalize the results. Shibata has shown that asymptotically
C, FPE and SHB are equivalent. As expected, the SC had a tendency to produce
fer lags than the prediction criteria, although whether this implies it underestimated price
ion times or the prediction criteria have overestimated them could not be determined.

All criteria agreed on the lag lengths with the weekly data set and there were no local

. The three wholesale cities yielded lag results of four weeks, the farm three weeks
New York City retail seven weeks.

" Results from the monthly and weekly data sets were fairly consistent, especially when

Bidering the SC. Looking at the monthly SC conclusions, the farm lag of one month _
ipares favorably to the three week lag, the one month for wholesale matches the four week

iand the one or two month lag for the retail regions fits with the seven week lag
ed for the New York retail series.

ate Results

& The results from the wholesale price lagged on the farm price, and the reverse, appear
1 arly consistent between the monthly and weekly data sets. For farm on wholesale

ithly, all criteria pointed to one month as the correct lag, with an accompanying large

£ase in adjusted R? over the AR model. The SC suggest

: ed a zero lag length on the
ithly wholesale on farm series, while the other criteria suggested one month, implying a
tric lag relationship between farm and wholesale price transmissions.

The zero lag conclusion of the SC do
weekly data set. Regionally,
C0 wholesale price and the

es fit best with the ranges of zero to three weeks
all criteria chose a zero week lag between the San
Arkansas farm price, while the prediction criteria reached
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minimums at one week from the Chicago wholesale price and a zero or three week lag with
the New York city price. The SC and R2C pointed to zero week lags in all cases, with little
increase in adjusted R’. These results suggest the prediction criteria may be slightly
overestimating the monthly lag length.

In contrast, the weekly data set revealed lag lengths from the farm price to the
wholesale price of zero to five weeks, with all criteria reaching their absolute minimum at
four or five weeks. In this case, the results involving the wholesale prices in New York and
Chicago matched closely while San Francisco showed greater variability and longer
adjustment times. These results pair perfectly with the one month lag calculated from the
monthly data.

Wholesale and retail links did not compare well across data sets. The monthly data set
results were closer to hypothesized lag lengths, with wholesale price lagged on the national
retail price exactly matching the hypothesized length of three months for all criteria. For all
retail regions except the West, the prediction criteria reached local minimums at zero months
and absolute minimums at two or three months with maximized adjusted R? also at the
absolute minimums. The SC yielded lag lengths of zero for both the West and North Central
region, despite suggesting three months for the aggregated National total.

The weekly data set results for the Arkansas farm price lagged on the New York City
retail price did not correlate to the hypothesized values of 10 to 12 weeks. All criteria
stopped at either zero or one week, with only a small improvement in adjusted R%. This may
be evidence that the link is weaker then expected, or is almost instantaneous. Another, more
reasonable, possibility is that the price transmission process takes at least four weeks to
develop; therefore making the first few weeks irrelevant. This would cause the criteria to
reach minimums before the true relation between the prices was reached, and would also
account for the zero lag local minimums in the monthly analysis.

The same breakdown between monthly and weekly occurred when investigating the
lags between the farm price and the retail price. Again, the monthly results came closer to
the expected results with all criteria suggesting the same three month lag as between
wholesale and retail. For all regions, the prediction criteria reached minimums at two, three
and four months, and did not have local minimums at zero. The SC still had local minimums
at zero in some regions, but had absolute minimums for the West and North Central of one
and two months respectively. The adjusted R? also showed greater improvement than when
wholesale prices had been included, possibly indicating a direct farm to retail price linkage.

In the weekly data set, all criteria suggest a zero week lag from farm to retail.
However, the adjusted R? jumped from 0.6144 in the univariate case to 0.9211 with the
inclusion of the single farm price. Again, it appears there may be a closer price link from
farm to retail than from wholesale to retail.

Results of retail price lagged on farm and wholesale in the weekly data set showed a
zero lag length in all cases except the adjusted R? from retail to farm which pointed to one
week, but with a significantly lower value than farm on farm alone. The retail to wholesale
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in the monthly analysis varied from one to four months and showed larger
ments in goodness-of-fit. For the transmissions to the farm price, the results of
and the Southern region matched exactly, as did the Northeast and North Central

The other hypothesized relations between variables in the monthly data set did not fare
. Particularly disappointing were the results of corn and soybean prices lagged on the
price. All criteria pointed to a lag length of zero months, and the adjusted R? and FPE

teria for both were lower than the result of farm lagged on itself, suggesting neither feed
ariable fits the model.” Due to the strong theoretical rationale for including the feed cost
variables, further testing will be required before this result can be explained.

A similar problem arises with the cost of gasoline lagged on the wholesale price.
While the gasoline price, as a proxy for transportation, should be an important component of
the wholesale price, the FPE and adjusted R? declined with its inclusion. This conflict
between theory and empirical evidence may be due to the aggregated, averaged nature of the

AN ALTERNATIVE METHOD AND SPATIAL ANALYSIS

The results from the two stage procedure can be contrasted to the typical, one stage
model selection test. In the one stage model form, the dependent variable is not included in
lagged form on the right hand side as in the bivariate case. In other words, a variable Y is
considered to be best explained by X alone as in:

n
Yp =B+ 2 PiuaXey + v, (7)
=0

A sampling of the bivariate results obtained using this method on the monthly data set is
given in Table 3.

The two most apparent distinctions between the one and two stage procedures were the
higher lag lengths and the lower adjusted R? values in the one step procedure. Since adding
the lagged dependent variable to a model improves typical goodness-of-fit measures, the
adjusted R? difference should be anticipated. The lags are longer because the penalty term is

While inappropriate for lag selection, the one step method revealed geographical
differences in lag adjustment. Table 4 shows the results of regressing various lags of the

*Hsiao (1979,198 1) has suggested comparing the level of the FPE between the univariate and
bivariate cases as a causality test, with causality being implied by a lower FPE in the bivariate

case. In this method, the input prices were the only ones not to show causality; two way
causality existed between all other prices
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retail regions onto wholesale while Table 5 shows the reverse. For both directional flows, the
South region fits better across all lag lengths, while the Northeast fits poorly. The Northeast
does show greater fit improvement, however, when past retail prices are used to describe the
wholesale price.

Several hypotheses can be constructed from the results in Tables 4 and 5. The
obvious possibility is that the wholesale and retail prices for broilers are most closely linked
in the South. This has theoretical backing: since the South is the center of production, there
are smaller costs (such as transportation) separating the levels. The variation in geographical
lag also suggests it may be the retail price in the South, rather than the national wholesale
price, that is influencing retail prices in the West and Northeast.

CONCLUSION

Accurate model specification for price analysis depends on the inclusion of appropriate
lags for several variables. Lags in price responses, in particular, will occur due to the time
required for processing and transportation, the costs associated with price changes as well as
from any market imperfections. Data periodicity can also create lags or perhaps hide lags;
data should be collected at least as frequently as hypothesized lag intervals.

This study examined test criteria with two different goals: predictive ability and
efficient parameter estimation. Predictive criteria may tend to overestimate true lags, while
parameter criteria may underestimate lengths. A bivariate framework was utilized to allow
lag lengths among the different market level prices in the broiler industry to be empirically
analyzed.

The Schwarz criteria did have a tendency in some cases to point to shorter lag lengths
than the prediction criteria. There was very little variation in results among the prediction
criteria, with Akaike’s final prediction error and information criteria, and Shibata’s criteria
matching exactly. Many of the calculated lag lengths matched well with the hypothesized
lags generated through graphical and biological analysis. However, some lengths failed -to
match between the monthly and weekly data sets, reaffirming the importance of data
frequency. Analysis also showed geographical variations in lag lengths may be substantial in
broiler markets.

Further research could consist of an examination of the impacts of various directions
of causality on the lag determination process. In addition, lag structure could be determined
for price increases and price decreases within an industry. Further exploration could be
focused on the impacts of changing industry concentration on the lag*structure of price
transmission processes. Lag determination, then, can be an essential component of many
types of price analysis research.
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Farm (Arkansas)
—— 4 Wholesale (New York City)

—O— Retail (New York City)

‘q1/ seg

ce/Leret
te/Te/9
LB/ET/TL
L6/¥2/9
06/ve/TL
06/52/9
68/9¢2/C1
68/92/9
88/92/T1
88/L2/9
L8/82/T1
L8/62/9
98/62/T1
98/1€/9
G8/0E/T1
S8/L/L
v8/LE/TL
v8/2/L
v8/E/L
€8/9/L
€8/€/1

FIGURE 2 Weekly farm, wholesale and retail prices of broilers,

1983 to 1992
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ABLE 1 Monthly lag length determination test results using Hsiao's two step method

W = West region

NE = Northeast region

S = South region

NC = North Central region

- CRITERIA
LAGGED FPE GCV SC Adjusted R Squared
VARIABLE Months Months Months  Months Value
Corn 3 3 2 3 0.9486
Soybean 1 1 1 1 0.87786
Farm 1.3 1,3 1 3 0.6856
Gas 4 4 2 4 0.9357
Wholesale 1.3 1,3 1 3 0.6516
Retail (Nat.) Retail (Nat.) 2 2 2 2 0.8994
Retail (W) Retail (W) 1 1 1 1 0.7999
Retail (NE) Retail (NE) 1 1 1 1 0.9236
Retail (S) Retail (S) 2 2 2 2 0.8343
Retail (NC) Retail (NC) 1 1 1 1 0.7827
Farm Corn 0 0 0 0 0.6760
Farm Soybean 0 0 0 0 0.6829
Farm Wholesale 1 1 0 1 0.9792
Farm Retail (Nat) 1 1 1 1 0.8293
Farm Retail (W) 3 3 1 3 0.7466
Farm Retail (NE) 1.3 1,3 1 3 0.7297
Farm Retail (S) 1 1 1 1 0.8006
Farm Retail (NC) 1,3 1,3 1 3 0.7679
Wholesale Farm 1 1 1 1 0.9770
Wholesale Gas 0 0 0 0 0.6465
Wholesale Retail (Nat) 1 1 1 3 0.7938
Wholesale Retail (W) 2 2 2 3 0.7207
Wholesale Retail (NE) 1.3 1,3 1 3 0.6997
Wholesale Retail (S) 1,4 1,4 1.4 4 0.7655
Wholesale Retail (NC) 3 3 1 3 0.7452
Retail (Nat.) Farm 3 3 3 3 0.9626
Retail (W) Farm 1.4 1,4 1 1 0.8473
Retail (NE) Farm 2 2 2 2 0.9459
Retail (S) Farm 3 3 0,3 3 0.9256
Retail (NC) Farm 2 2 0,2 2 0.8655
Retail (Nat.) Wholesale 3 3 3 3 0.9558
g Retail (W) Wholesale 1 1 0 0 0.8344
;‘ Retail (NE) Wholesale 0,2 0,2 0,2 2 0.9429
- Retail (S) Wholesale 0,3 0,3 0,3 3 0.9167
Retail (NC) Wholesale 0,2 0,2 0 2 0.8529
i Nat. = National
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