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Cash Soybean Price Prediction With Neural Networks
Kent L. Claussen and Dr. J. William Uhrig’

Introduction

Interest in neural networks has grown remarkably in recent years. This effort has been
characterized in a variety of ways: as the study of brain style computation, connectioninst
architectures, parallel distributed-processing systems, neuromorphic computation, or artificial
neural systems. The common theme to these efforts has been an interest in looking at the brain as
a model of a parallel computational device very different from that of traditional serial
computing.(Rumelhart A)

Neural networks have gained favor in several different areas over their traditional
counterparts. Neural networks have been successfully applied to a wide range of applications
ranging from optimal nuclear power plant operation(Guo); to predicting sunspot R
activity(Villarreal), to sonar pattern classification(Rumelhart B). In economics, neural networks
have been applied to financial market forecasting, macro economic prediction, credit risk
classification, exchange rate prediction and numerous other applications.(Trippi)

The last couple of years has seen a great deal of interest in using neural networks for
commodity/stock market trading. Several private trading firms are claiming success with neural
network based trading systems, but little research has been completed in the public sector
regarding the use of neural networks in the commodity/stock markets.

Purpose'

The research presented in this paper is designed to determine the ability of neural
networks to predict the directional movements in the central Illinois cash soybean price. The
predictiveyabilities of the neural network models will be tested for statistical significance versus a
random walk price series in the 5, 10, 20 and 30 trading day horizons.

Scope

This paper is limited to forecasting the directional changes in the univariate central Illinois
cash soybean price series 5 to 30 trading days in the future. Univariate time series techniques use
past data to formulate their forecasts.(Snyder) This type of forecast is mainly used in short-term
decision making,

Neural Networks-Biological Foundations

The human brain is a wonder of nature. For many tasks it is far superior to the most
powerful super computers available today. The human brain is especially well suited for adaptive
processing and pattern classification. Recent breakthroughs have allowed researchers to develop
limited computer models of the human brain via artificial neural networks.
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The neuron is the heart of basic structure within the human nervous system. The neuron,
from a biological standpoint, is a processor of information and is divided into three basic
components: the dendrites, soma, and the axon. Electronic pulses are collected on the dendrite
from other synapses(to be defined later) or biological signal generating structures. The electronic
pulses or signals are propagated along the dendrite to the neurons nucleus region or soma. The
soma maps the incoming signal to a corresponding output signal on the axon. The axon
propagates the signal to the synapse(s) connecting to subsequent neuron's dendrite or the signals
destination.(Zudra) The synapse may amplify or impede the signal.

The human brain has 10°11 neurons or individual processing units acting in parallel,
connected with approximately 10”4 synapses or interconnections per neuron.(Zudra) The human
brain learns the correct mappings in the soma and adjustments in the synapse by trial and error.

Artificial Neural Networks Theory

i The artificial neural network’s neurons or nodes are very similar to their biological counter
. parts.- Theartificial neurons collect weighted inputs from previous neurons(as in the biological
synapse and dendrite) or from data inputs. The biological soma is represented by a two step
process. First, the weighted input signals are summed. Secondly, the cumulative signal is passed
through a transfer function creating the signal to pass to subsequent neurons as represented by the
axon. The collection of artificial synapses is represented by a weight matrix.

Typically the artificial neural networks are comprised of at most 10”4 neurons organized
in a matrix fashion. The small number of neurons and corresponding synapses limit the artificial
networks ability to retain information. Artificial neural networks in general are limited to learning
a specific problem and can be cascaded or serially linked for the ability to deal with diverse and
unique multiple criteria problems. (Trippi)

_ The neural networks used in this paper are similar to traditional regression based model as

you present a set of variables and the model returns a prediction for the dependent variable. The
network in the training or learning phase calculates the error associated with the prediction and
adjusts the model accordingly.

The most common transfer function is the sigmoid. Researchers have found a great deal
of success in using this nonlinear mapping over other transfer functions.

The sigmoid transfer function is as follows:

F(net)= F(x)= Heﬁ (1)

Where:

F(x): is the output of the neuron to the next layer

x: is the sum of the inputs from the previous layer times their corresponding
connections weight

T: is the constant that determines the steepness of the transfer function
(normally1).

The classical neural network contains three layers of neurons with two synaptic layers with
sigmoid transfer functions. The first layer is called the input layer and just accepts the presented
data without transformation. The second or hidden layer of neurons can consist of any number of
nodes, typically one-half to two times the number of input neurons. The last layer of neurons is
called the output layer, as it presents the networks results. The output layer, typically has one
node for each variable being predicted.
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During the training phases the network goes through a period of trial and error in creating
the optimal connection(synapse) weights. The learning comes from adjusting the weights
according to the error in the networks prediction. The adjustment of the weights is called
backpropagation of the errors, for which the network receives its name, backpropagation
network. The rate of change of the weights can be affected by the learning and momentum
parameters.

Following are the eight steps for training a three layer back propagation neural
network.(Zudra, Blum) All superscripts are for notation not exponentiation.

Where:

I'and T are the matrixes of vectors of training inputs and target (correct) outputs
to the neural network.

C is the number of training patterns in the training set.

H1 and O are the vectors of neuron activation levels for
the neurons in the (first) hidden layer and output layer, respectively.

N, P1, and Q are the number of neurons in the Input, (first) hidden layer, and

output layer, respectively.

W' and W° are the weight vectors for the input to hidden layer and hidden
layer to output layer. Superscripts notates receiving layer of the signal.

1. The weight matrix #° and W™' are initialized to small random values, typically between +1
and -1, (2) and (3). The weight adjustment vector for the period preceding the first is set to zero
(4),(5) and other variable initialization (6).

W' 1 = Rand(+1,-1) for p1=1,..,P1 2)
W°, = Rand(+1,~1) for g=1,..,Q 3)
AW® =0 4)
AW, =0 (5)
c=z=1 (6)

2. Set the tuple pointer, c, to the first tuple and load the data from the training matrixes into the
appropriate vectors.

t,=T, ‘ for g=1,..,Q (7
i, =1, for n=1,..,N (8)

3. The inputs are presented and the hidden layer(s) and output layers solution is
calculated(9)(10).

Hl, =F@i-w™") for p1=1..P1 )
Oq = F(H'-W°) for g=1..Q (10)
4. The error adjustment vectors are computed for the hidden and output layers(11)(12).
s,°=0,(1-0,)0,-t,) for g=1..Q an
6, =Hl, (1-H1, YW°s°) for pl=1..P1 (12)
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The weight adjustment vectors for period ¢ are computed(13)(14).
AW?, = aH18° + OAW®._, (13)
AWH, = 5™ + @AW, (14)
Where: )
« = the learning rate.
6 = the momentum factor.

g The weight vectors are adjusted according to the weight adjustment vectors(15)(16).

W° =W° + AW®, (13)
Wi = ™+ AW, (16)

. Iterate to the next input/output pair in the tralmng set. If last training pair continue(17)(18).

If(c<C) 17)
P o 3 | . (18)
go to step 2

8 Check for error tolerance, Mean Squared Error(19..22).

MSE,:—Z[ Z(I;b 0)(T,,-0,) ] (19)

if (MSE>error tolerance) (20)
c=1 (21)
z=z+1 ' (22)
goto step 2

Standard backpropagation can be improved in its speed by one to two orders of magnitude
| by including a momentum term. The use of momentum allows the network not only to respond to
. the local gradient, but also recent trends in the error surface. In essence this resolves the problem
i of the network getting trapped in a shallow local minimum in the error space.

The learning rate is a critical factor in assuring trainability in a neural model. Too large of °
| a learning rate will lead to unstable learning where as too small a rate will lead to increased

* training time.(Demuth)

The excellent performance of a artificial neural network is not surprising when one

. considers the solid theoretical foundation on which the three layer feed-forward network rests.

'i‘ For example, any continuous function defined over a compact subset of R” can be approximated
to arbitrary accuracy given sufficient hidden neurons.(Masters)

] Artificial neural networks are unique in the sense that they incorporate the transfer
functlon topology of the network and connection weights into an optimal model. They also offer
. the ability to generalize by sensibly interpolating input patterns that are new to the

3 . network.(Demuth, Zudra)

Data
b The data used in this study represents the Central Illinois cash soybean price. The data

- stream starts in January, 1974 and ends December 31, 1993. The primary data stream was
purchased from Technical Tools (Technical Tools) with the supplementary data for bad or
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missing observations coming from Dial Data (Dial Data). The data was used in its raw form
without the use of any data transformations.

Theoretical Input Selection, Data Preprocessing and Procedures

The preprocessing of the inputs is essential to the development of an efficient neural
network. Studies have shown data transformations can have a substantial effect on performance
of a neural network.(Klimasauskas) Typically, over seventy-five percent of the time spent
developing a neural network is focused on input data selection and transformation. (Trippi)

The literature available on data selection mainly touts the neural network's ability to sort
through irrelevant data and extract only the meaningful relationships. For example, neural
networks excel at taking data presented to them and detecting what data is relevant.(Blum) This
is accomplished by downward adjusting the connection strengths of the irrelevant nodes while
upward adjusting the relevant nodes. This in effect is the creation of a self-pruning neural
network. The beauty of this style of network is it never needs to know what exact factors make
the network solve, but just what works.(Blum) The problem in an approach of this nature is most
of the computational expense will be used for data feature extraction and not for optimal network
weight adjustment.

Neural networks must be presented during training with examples of all classes of the
problem that are desired during testing or recognition. In order for the network to have adequate
performance the data presented must be evenly spaced over the spectrum of input ranges. Studies
have shown that training a neural network on data points representing the boundaries in the input
hyperspace improves the neural networks predictive ability.(Davis)

It is normally necessary to trim the upper and lower spectrum of the training sample to
alleviate the clustering of the values over a small portion of the input range.(Klimasauskas) The
trimming improves the neural network's predictive ability by increased dispersion of the training
sample through the nonlinear mapping function. :

The presentation of the fundamental characteristics of any time series is essential in
creating a trainable neural network. The training set can be analyzed at various points to
determine the optimal lagging of input data. Standard cycle analysis can be used to detect
patterns or short-term cycles in long term trending®periods. Cycle analysis maps price data from a
time series based domain to a frequency based domain. The results of the cycle analysis can be
used to optimally develop lagged inputs to the neural network.

Classification of higher dimensia hyperspaces is one of the recurring problems in pattern
classification. Procedures, such as neural network training, which are analytically or
computationally manageable in lower dimension can become completely impractical and
inefficient in a input space of higher dimensia. Various. techniques have been developed for
reducing the dimensionality of the feature or input space in the hope of obtaining a more
manageable problem.(Duda) The lower dimensia training sets typically train faster and require
less computational expense.

A well represented problem will exhibit trainable properties within the first two hundred
and fifty epochs. If a solution is not attained by one thousand epochs a reformulating or
transformation of the input space is needed. )
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valuation Procedure
The direction of the price move in many cases can be as important as the absolute price

' Jevel. Mertorn's test is used to check for market direction forecastability.(Bodie)
if A4 >0 then 4, =1if A4 <0 then 4, =0 (23)
ifAE>0thenF,=1ifAF,$0thenE=O (24)

where:
AA, is the change in the actual price level from period t to the forecast horizon.

AF, is the directional price change(+1 or -1) form period t to the forecast horizon.
A, and F, are the actual and forecasted binary values associated with the

directional prediction in period t
The probability matrix for the forecasted change in actual value 4, conditional upon the

sign of the changes in the forecast variable F, are:

P, =Prob(F, =0|4, =0) . {25)
P, =Prob(F, =114, =1) (26)
1- P =Prob(F, =14, =0) (27)
1- P, = Prob(F, = 0|4, =1) (28)

Equations (25) and (26) are the probability of correctly classifying an increase and
decrease, respectively. (27) and (28) are the probabilities of an incorrect forecast.
The null hypotheses to determine if the forecasts are significantly different from a random

walk price series is:

Hy; P+P-1%0 (29)
Vs.
H: B+P,-1>0 (30)
The above hypotheses can be modeled via a regression equation.(Cumby)
FE=a,+a4 +s, : (31)

where:
F, is the forecasted binary value in (24) for period t.

@, is a constant in the regression.
a,=P+F,-1
A, is the actual binary value in (23) for period t.
g, is the error term for period t.
Given the regression equation in (31) &, must be significantly different from zero in order
to prove forecastability.

Procedures

The preprocessing of the data was started by subsetting the original data into training and
testing samples. The out of sample testing data started in January 1991 and continued through
December 1992. The testing data was comprised of the data from January 1974 to December
1989. The required data points were pulled from 1973 for startup overhead. The data ranging
from January 1990 to December 1990 was omitted in order to complete an out of sample test
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elevating the possibility of any lagging indicators entering the training set and enough startup
overhead for the testing data set.

The original testing data set was analyzed using cycle based analysis in 2 trending periods
in the testing data set. The data points used for the analyses were then removed from the training
set. The analysis indicated 10 moving average inputs ranging 2 to 58 days were optimal. In
addition a starndard exponential moving average was added to the input set.

The completed training set of 11 inputs was then analyzed and the tuples with price
changes two standard deviations from the mean were dropped. The training data dropped were
considered to be outliers. Outliers typically slow training of a neural network. In reality there are
sudden shocks to the price series such as dry weather in the summer causing huge price rallies.

The data was then mapped to a lower dimensia by standard discriminate analysis.

The transformed training data was not trimmed to present only boundary cases.

The resulting training data was presented to the neural network and trained for price

changes 5,10,20, and 30 trading days in the future. The network consisted of a single layer with

16 neurons, 1.5 times the initial dimensia of the training sample.

The networks converged in a range of 85 to 483 epochs. Training was completed on a
486-66 running 32 bit version of MS-Windows 3.11(Microsoft). Preprocessing of the data was
completed in custom programs developed in Borland C++4.0(Borland) and Excel 5.0(Microsoft).
The neural network software used was Brainmaker 3.0 Professional(California Scientific
Software) and custom neural network software in Borland C++ 4.0 for early data exploration and
Matlab w/Neural Network toolbox(Mathworks) for final data analysis.

Results
Table 1 presents the results of the of Merton's test.
Results of Merton's Test
Forecast Length «, a, R
(Trading Days)
5 0177 9280 .8709
(1.93) (58.1)*
10 .0400 9210 .8400
(3.35) (22
20 .1090 8160 .655
(6.37)* (30.9)*
30 1123 .7404 .5496

(5.83)* (24.8)*
(t values in parentheses)
* Significant at 5 percent level.
a,, a, coeficients in equation 31.
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Days Forcasted in Error by Trading Horizon

Days Forcasted In Error

Trading Horizon( Days)

The results show that neural networks are able to forecast the market changes in all of the
| tested horizons in the future. The results could be very helpful to farmers as they make decisions
" on the sale of cash soybeans. The network would be able to tell in the short-term (i.e. 5 to 30
trading days) whether they should sell now or hold for a higher price. The results could also be
used in deciding when to price deferred pricing contracts.

The above graph shows as the forecast horizon increases the possibility of
misclassification increases at close to an exponential rate.

The network was able to predict the price changes 97%, 95%, 90% and 86% of the time
in the 5, 10, 20, and 30 trading day horizons respectively. Accuracy levels of this nature would
indicate the network is very well suited for this style of activity. The testing sample did not
include any years with a large summer rally.

Conclusion

The purpose of this study was to evaluate the ability of neural networks to predict
directional movements in the cash soybean market. The long-standing view in economics states
that prices follow a random walk and past prices or prices fluctuations are not indicative of future
prices changes. The market fluctuations therefore are believed to be chaotic time series. The
typical statistical tests applied to time series are of a linear nature and therefore are not able to
capture the higher order relationships embedded within the price series. Neural networks are able
to extract the nonlinear mappings from the input to output space, as it is a completely data driven
model.(Owens) The results of this study suggest that artificial neural networks are very well
suited for predicting directional changes in the cash soybean price series.
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