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The irreversibﬂity of sales




Optimal Marketing Rules

A producer with on-site storage facilities can decide how much of production to store
and how much to sell following the harvest. Periodically through the marketing season, the
producer can reevaluate the sales decision in light of current information. We model the
producer’s optimization problem as an N-period, discrete, stochastic, dynamic programming
problem. The following assumptions formalize the structure of the problem:

Al: The producer is a risk-neutral price-taking profit-maximizer intending to maximize

the expected present value of N-period wealth, given an initial stock of
harvested production, s,

AZ2: The bid/ask spread and loading, unloading, and transport costs prohibit the
producer from replenishing storage stocks once they are sold, thus sales can
never be negative.

A3: All stocks must be sold by the end of the marketing period, at t=N, and thus sales
can not exceed harvested stocks in any period of the marketing season.

Ad: Prices follow a Markov process, and the conditional cumulative distribution
function for p,, given P, shifts to the right when P, increases. That is, there is
positive autocorrelation in prices. Furthermore, it is assumed that the
correlation coefficient is strictly less than 1+r, where r denotes a constant
interest rate.'

1. This assumption is taken to ensure that the programming problem can be solved. In the
applications to North Carolina and Illinois soybeans, the autocorrelation coefficients on lagged
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Q
k: a constant per ypjt Storage rate
A a probability density function for p,,, conditional op P,

The ixreversibility of sales out of Storage is embodieg in this simple inequality constraint,

It can be showp that the optimal valye function for thjs problem, V,, hag tWo important
features that greatly simplify the optimal decisjon rule. First, the value function s linear in 8,
therefore, the problem can be eXpressed in terms of the per-unit value function, V.. Second, at
any given period jt is optima] to either sel] ] Stocks or to se] none. The vajye function can,
therefore, e written as the maximum of the value of immediate sales and the value of
Waiting:?

(1) Vt(pl) = mﬂX(p.:BEJVM(pm)lp;]"k)-

The dynamic Programming probjem is solved backwards in time by initia]izing the N-
period vajye function implied by (A3). Since aj] stocks must pe sold by period N, the N-
period per-unjt value function js ‘

@ vy = Py -.
The optima] sales Strategy can pe SUmmarized as folloys:

i) % =sif v(p) = P, sell €verything; or
i) q, =0if vi(P) 2 p,, store everything,
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If we define c, to be the root of v(p)-p,» S0 that v(c)-c=0, then the optimal rule can also be
expressed in the following manner:

i) sell everything if p>c,; or

ii) store everything if p<c,.
This is a particularly simple decision rule that requires only knowledge of the current period’s
price and cutoff price, c,.

The decision to sell is analogous to the decision to exercise an American option. In the
option pricing literature it is common to decompose the value of an option into its intrinsic
value (what it is worth if exercised) and its time value (its value if held). It is well known
that a financial option should only be exercised when the intrinsic value is positive and the
time value is zero. In the marketing problem, the intrinsic value of stocks is the current price,
which is always positive. It is, therefore, optimal to refrain from selling as long as stocks in
storage have time value and to exercise when their value is equal to p,.

Optimal Rules in Continuous Time

In the discrete-time dynamic programming approach to optimal sales timing, the
decision maker reassesses previous decisions at fixed intervals over the marketing season.
As formulated, there is no cost to reassessment and it can, therefore, be done continuously.

Assumptions (A1)-(A5) hold and remain unchanged. In continuous time, the marketing
problem is also greatly simplified by defining the value function as the optimized unit value
of stocks. This is done, without loss of generality, by setting the initial harvested stocks, S tO
unity. The structure of the continuous-time optimal stopping problem is given by a
specification for the stochastic differential equation for price, and the following variable
definitions:

dp = a(p,t)dt + b(t)dz;
where _

dp:  the instantaneous change in current price at time t;

dz:  the increment to a standard Wiener process; :

a(p,t): a deterministic function of price and time, the drift coefficient;
b(t): a deterministic function of time, the instantaneous standard deviation;
a constant interest rate per unit time; and
k: a constant unit storage rate per unit time.
The value function is given by

3) v, = maxlp, kdt + (1+rdt) 'E[v(p,+dp.t+dy)] ;

subject to the stochastic differential equation for price. Notice that the inequality that
embodies the irreversible nature of the sales decision need not be explicitly modeled. It is
implicit in the formulation of the producer’s marketing problem as an optimal stopping
problem. If the first term in the max(.,.) function is the largest, stopping is optimal, and
everything is sold for the current price. Otherwise, continuation is optimal, and everything is
stored into the next instant of time.

Expanding E,[v(p+dp,t+dt)] by Ito’s Lemma gives

E[v(p+dp,t+dt)] = v(p,t) + [vt(p,t) + apHv (p.t) + %b(t)zvpp(p,t)].

179



This partial differentja] equation holds only in the continuation region, Which is itself
unknown.* In order to solve simultaneously for the value function and the free boundary that

Stopping region at the free-boundary price, c(t), 5o that

(3 v(ce(t),t) = c(t) |
Finally, a constraint on the partial derivative of the value function evaluated at the free
boundary is imposed’

6 vy =1,
Equation (4) and the free boundary, c(t), are foung subject to (5) and (6), the termina]
condition that all stocks mygt be sold by t=N, the parameters of the diffusjon process for

price, and values for Storage and interest rates, The optimal decisjon rule, for any moment in

» €quals OT surpasses the free-boundary price at that time, c(t). The continuous-time solution
is elegantly and compactly represented as the Solution to a free-boundary problem. All that js

3. Subscripts denote partia] derivatives.

4. Continuous-time Optimal stopping problems of thig nature are sometimes referred to as

free-bound ary problems. The valye function and the continuation region over which the

Partial differential equation js satisfied are bo.th unknown. Thus the free boundary separating
- the Stoppin g region from the continuation region myst pe solved for, along with the value

function itself.

5. Free-boundary prices denote points of indifference between selling everything and storing
everything, since the first and second terms in (3) are equal for these prices. Equationg (5)
and (6) are referred to as the value-matching and Smooth-pasting conditions, respectively.
The value-rmatching condition is imposed, because the value function s continuous in price
and, at the free boundary, myst equal the current price. The smooth-pasting condition
constrains tle partial derivative of the value function with Tespect to price equal to the partia]
derivative o the return to Stopping with respect to price. For more on Smooth-pasting
conditions see Dixit and Pindyck (1994): 130-32.
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g decisions is the free boundary and knowledge of the
current price. In order to solve the free-boundary problem, parameter estimates for the
stochastic differential price equation are needed. It can be shown that estimates of these
parameters can be obtained using the estimation model in our empirical example. The analysis
presented below, however, does not solve for the continuous-time cutoff prices. Instead, we
use the discrete-time results derived in the first section, wherein the cutoff price for any
period, t, is the root of vi(P)-p, where vdp) is given by €quation (1). The next section
discusses briefly how these Toots are calculated and introduces two suboptimal marketing
strategies which will be used for purposes of comparison.

Optimal and Suboptimal Cutoff Prices

Although the optimal decision rule is simple, the calculation of the cutoff prices is
somewhat involved, because closed-form expressions do not exist. Instead, the cutoff prices

expressed as
v, m(P.) = max(p,,BE[pM [p] —k).

A more interesting comparison is with the so-called open-loop-with-feedback strategy.
The open-loop strategy refrains from selling all stocks in the current period if the discounted
conditional expected unit value of sales in a future period exceeds the current price. The

g i-1
9 = Elp . | -k i,
v.(p) ors?;:ftﬂ [P.i I p] - kY B

j=1
In both cases, cutoff prices can be computed that solve vi(e)=c, It can be shown that

the myopic cutoff price can be no greater than the open-loop-with-feedback cutoff price,
which can be no greater than the optimal cutoff price:

¢"<c’<c,

181



asonally Periodjc funcn‘ons, Le., m(t+1')=m(t),
time jg Measured jp Years). This Stochastjc Mode] cap pe

Procesgeg corresponding to an Jtq Process of the form

P = pat)-pyg , b(t)dz,
Where a(t) and b(t) are seasonaHy Periodijc,

ata observcd at evep time increments, this mode] ¢
Iteratjye GLs Procedyreg describeg in M
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The specifications for p(t) and oi(t) imply similar Fourier series specifications for m(t) and
v(t), respectively; and the coefficients of the latter are obtained using simple transformations
on the coefficients of the former. Once the coefficients of m(t) and v(t) are obtained, it is
possible to estimate conditional mean and variance functions for decision horizons of arbitrary
length.®

The conditional heteroskedasticity is confirmed using Breusch-Pagan/Godfrey tests.
For both sets of price data, sequential F-tests are used to arrive at the order specifications for
the conditional mean and variance functions.” Maximum likelihood parameter estimates, and
asymptotic standard errors and p-values for Illinois are reported in Table 1.

Table 1
Variable Estimate Standard Error P-Value
Mo 0.117 0.059 0.047
m 0.017 0.026 0.510
6, 0.034 0.039 0.388
. -0.024 0.018 0.181
0, -0.014 0.024 0.573
o 0.980 0.008 0.000
v, . 0.066 0.022 0.003
v, -0.045 0.021 0.030
, -0.034 : 0.032 0.281
v, 0.009 0.013 0.525
@, 0.031 0.022 0.152
v, 0.007 0.010 0.498
, -0.021 0.006 0.000

Using these parameter estimates, optimal, open-loop, and myopic cutoff prices are
calculated for North Carolina and Illinois. Weekly cutoff prices for Illinois are shown in
Figure 1. The analysis uses a base case with an annual interest rate of 5% and a monthly

6. Note that ot is an estimate of e Conditional means and variances for arbitrarily long
decision horizons are obtained from equations (7) and (8) by raising the estimate of o to the
power appropriate to the At of interest.

7. The sequential F-test begins by specifying very high-order seasonal functions for the mean
and variance. A joint F-test of the hypothesis that the last two terms in a seasonal function
are zero is carried out until a specification is reached wherein the last two terms are
statistically significant. This analysis specifies first- and second-order seasonal functions for
the conditional means for North Carolina and Illinois, respectively, and third-order seasonal
functions for the conditional variance for both North Carolina and Illinois,
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approaches. The interpretation of this
€mpirical resy]t js that the time value of

S€ason and Steadily declines as the end
of the season approaches. In fact, this is
a well known theoretica] result
concerning the time value of financig]
Options. At the beginning of the
Marketing season there are simply more
future time Periods in which o consider
selling, Furthermore, when sales oyt of
Storage are irreversiblc. the myopic
cutoffs greatly understate the unit vajye
of storage stocks and cal] for sales to be

Cut—0ff Prices in $/bu.

/bu.,
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Figure 2

Month|y Cutoff Prices for llinois
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price data. The first column contains the prices for the first week

Table 2
k=$0.00/bushel k=$0.05/bushel
Year B Enpu‘m T_;ap It.m)'upic Enptim-!h E.npum T_tnp Emynpic Eapu‘m-fb
1976  6.55 8.63 8125 6.55 6.54 6.55 655 6.55 6.55
1977 5.58 687 687 598 558 6.53 6.53 5.58 5.33
1978  6.89 695 6.89 6.89 7.11 6.89 6.89 6.89 6.89
1979  6.08 594 594 608 6.70 6.51 6.08 6.08 595
1980 8.53 8.53 8.53 853 8.53 8.53 8.53 853  8.53
1981 6.39 6.03 6.03 639 6.78 639 639 639 6.39
1982 541 584 584 550 5.80 563 563 541 5.44
1983  8.45 845  8.45 845 845 8.45 845 845 8.45
1984 6.27 5.51 5.51 6.27 6.53 525 627 627 6.19
1985 5.12 512. 512 512 520 478 478 495 485
1986 4.89 5.31 5.31 5.31 478 497 497 463 4.44
1987 -5:25 718  7.18 574 526 _ 645 645 525 5.02
1988 7.75 718 1.5 775 175 75 T35 178 1.75
1989  5.56 574 574 577 591 556 55 556 551
1990 5.84 558 558 584 6.15 527 527 584 581
1991  5.51 593 593 559 550 545 545 551 5.18
average 6.25 6.58 656 636 6.41 6.31 635 623 6.14
average weeks of storage 29 29 11 29 26 28 6 26
first cutoff price 697 676 580 6.97 628 606 525 6.28

of November for the corresponding year. The next three columns are historical, discounted,
per-bushel returns for the optimal, open-loop, and myopic marketing strategies, respectively.®
The fourth column is the second column plus the discounted returns from a fully-hedged
position, wherein the hedge is marked-to-market at each rollover date and at the date the
stocks are liquidated. The next four columns are the same, but the monthly storage cost, k, is
changed from $0.00/bushel to $0.05/bushel. The annual interest rate is 5% in both columns.
For the case of zero storage costs, the average optimal per-bushel return is the highest,
followed closely by the average open-loop return. Historical annual returns are the same
under both strategies, except for the years 1976 and 1978. The average return for the optimal
marketing strategy assuming a fully-hedged futures position is next, followed closely by the
myopic strategy, and the average return from always selling in the first week of November.’
Also notice that when storage occurs, the optimal and open-loop strategies store for an
average of 29 weeks over the marketing season,followed by an average of only 11 weeks for
the myopic strategy. For the case of positive storage costs, the average return for the open-
loop strategy is slightly higher than for the optimal strategy. Again, the historical annual

8. Per-bushel returns are discounted back to the first week of November, so that all listed
returns are directly comparable.

9. Under the implicit assumption that knowledge of the current futures price does not affect
conditional mean and variance forecasts, optimal cutoff prices do not need to be modified.
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Teturns under both Strategies
differ for only two Years,
The optima] Strategy,
however, stil] Outperforms the
other Strategies, Furthermore,
the increage in the upjt
Storage cost decreases the
average time Stocks spend i
Storage for ] of the
Marketing Strategies. Since
Such a sma]] Sample is yseq
in this historica] €Xperiment,
howevcr, the results are not
&eneral byt, nonetheless imply
that the Optimal and open-
loop strategies Produce
similar regy]ts With respect to
average upnit returns,

Figures 3.6 illustrate
Some comparatjye Statics
results of varying the
under]ying mode] Parameters.
Each presents the base ca5e
and two altemative, weekly,
Optimal cutoff Price paths.
Figures 3 and 4 demonstrate
the intuitively reasonable
result that Ccutoff priceg
decline ag either the interest
rate or the per-unit Storage
COSt are increagseq, Both kinds
of increageg make Storage legs
desirable, Interesting]y,
interest rate and cost changeg
Cause approximate paralle]
shifts in the Cutoff price
Paths,

Figure 5 shows the
effect of changing the leve]
of Uncertainty of the
conditiona] price forecast
The figure shows Optima]
Cutoff prices for conditiong]
Volatilities of one half gng
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one and a half times the
Figure 5 estimated conditional
volatilities of the base case.
As expected, the time value
of the irreversible sales option
Weekly Cutoff Prices for lllinois increases with increases in
y ' ) conditional volatility.
[ _ 1 Finally, Figure 6
shows optimal cutoff price
paths for different levels of
the mean-reversion parameter,
. As this figure shows, the
cutoff price paths are very
sensitive to this parameter.,
Great care, therefore, should
be taken to ensure accurate
estimates of this parameter.
et . g )1 Small changes can affect the
T s 20 24 28 sz 3 optimal cutoff prices
Week ' dramatically.

Cut—Off Prices in $/bu.

Summary and Conclusions

; Figure 6 When transactions

. costs prohibit agricultural
producers from replenishing
storage stocks once they are

Weekly Cutoff Prices for lilinois sold, sales out of storage

: v . ; : - - - ! ' during the post-harvest

: marketing period can be

B a— o 1 viewed as irreversible

i £ \ investments. This

il o - N T irreversibility confers an

[ e - m=—o=m *‘\;—T\ 1 additional return to holding

8" \ 1 stocks in any one decision

\ 1 period; namely, the option

s . ; value of being able to store

\ 1 stocks beyond the next

immediate period. The

=== _atinatas aioha |  optimal cutoff prices simply

3 ' . ' . v . . : take this additional option

Week value into account and so

correctly value the return to

storage in any given period.
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less than the current price.

It is shown, however, that optimal cutoff prices are highly sensitive to the model used
to predict future prices and to underlying parameters like storage costs and interest rates,
Before particular results of this analysis are applied in practice, therefore, care must be taken

cash price." In this case, optimal cutoff prices are functions of the current futures price.
Research is presently underway to calculate cutoff prices for this bivariate case under the
assumption that weekly storage stocks are fully hedged in the futures market. It would also be
useful to analyze the effects of optimal hedging Strategies and the tax consequences of storage

11. In the interest of brevity this extension is not included but is available from the authors
upon request.
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Appendix

This appendix demonstrates that the optimal storage problem can be expressed as a per
unit optimal stopping problem. Recall that the Bellman equation for the problem is

Vip,s) = max qp, - (s,~q)k + BE[[Vt*l(pM,st,l)] s.t. 0<qss,.
q,

The maximization problem can be formulated in terms of the Lagrangean function

L(qn’;"‘t) = ptqt-k(sl—qt) * BE:[an(phl’sul)] i ?”t(st—qt)’

with the associated Kuhn-Tucker conditions

a.V[ol(pu] ’Su-l)

(s BE‘J: - J~ A, <0, 20, Cs.
S

t+l

and

(A2) 5,-¢,20,A >0, CsS,

(C.S. denotes complementary slackness). The envelope theorem can be used to derive an
expression for the partial derivative of the value function with respect to stocks:

0s ds

t t+]

avt(pl’st) = BE[8V1+I(pt+I’Sl»I)J -k

Noting that 0V \/ds\=py, is not a function of Sn» it can be seen by induction that dV,/ds, is not
a function of s, so that V. is linear in s,. This allows us to write the first of the Kuhn Tucker
conditions is terms of the per unit value function:

P = BE[V,,(p.)] - A, <0, g0, CS.

Since this inequality does not depend on g, the Kuhn-Tucker conditions imply that q, is either
S, or 0, depending on a condition on the random state variable, P The value function is
therefore the larger of the returns from selling now and the expected returns from holding:

v(p) = max(pl,BEl[vM(pM)]-k).
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